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Abstract� In this paper we solve large scale ill�posed problems� par�
ticularly the image restoration problem in atmospheric imaging sci�
ences� by a trust region�cg algorithm� Image restoration involves the
removal or minimization of degradation �blur� clutter� noise� etc�� in
an image using a priori knowledge about the degradation phenom�
ena� Our basic technique is the so�called trust region method� while
the subproblem is solved by the truncated conjugate gradient method�
which has been well developed for well�posed problems� The trust re�
gion method� due to its robustness in global convergence� seems to be
a promising way to deal with ill�posed problems�
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CG� trust region�
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� Introduction

Image restoration involves the removal or minimization of degradation �blur� clut�

ter� noise� etc�� in an image using a priori knowledge about the degradation phe�

nomena� This kind of problems receive much attention recently� see e�g�� �	
� ��


and ��
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Astronomical images obtained� for example� from ground�based telescopes are

usually corrupted or distorted by blurrig due to atmospheric turbulence and noise

�see �	
�� Blind restoration is the process of estimating both the true image and

the blur from the degraded image characteristics� using only partial information

about degradation sources and the imaging system� Our main interest concerns

optical image enhancement� where the degradation involves a convolution process�

Scientists and engineers are actively seeking to overcome the degradation of

astronomical image quality caused by the e�ects of atmospheric turbulence and

other image degradation processes�

In principle� if a sophisticated model of the scattering process is available� the

true image can be reconstructed from the photo by solving the associated inverse

problem� Such models� however� are very di�cult to derive� because atmospheric

turbulence are hard to predicte and can currently only be accessed via stochastical

processes �see ��
��

The usual approach we applied is� �rst we formulate a mathematical model

�called the forward model� relating the image data to the object and the atmo�

spheric distortion and then solve the inverse problem� i�e�� we will estimate the

object and certain features of the atmosphere given observed image data and the

forward model�

A simple forward model is the �rst kind convolution integral equation

h�x� y� �

Z Z
k�x� �� y � ��f��� ��d�d� � e�x� y�

� �k � f��x� y� � e�x� y�� �	�

Here h represents image data� f represents the object �the true image�� e repre�

sents noise in the data� and k is known as the PSF �point spread function�� The

PSF is the image that would result from an idealized point object�guided star� and

it characterizes atmospheric blurring e�ects� According to the space�invariance

of the imaging process a guided star image is essentially the convolution k with

a delta distribution� and therefore provides an approximation of the values of k�

The problem �	� is ill�posed� Assume that the PSF k is known� then the

process of estimating f from h is called deconvolution� In ideal case� i�e�� the

error e � 
� one can apply convolution theorem to obtain the Fourier transform

of the object at a given spatial frequency vector � � ���� ����

F �f���� �
F �h����

F �k����
� ���
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The object can then be restored by applying the inverse Fourier transform �IFFT�

to the r�h�s� of ���� However� if the PSF k is smooth� then its Fourier transform

tends to zero at high spatial frequences� Morerover� if the data h contains error�

then its Fourier transform does not decay rapidly as � is large� hence the r�h�s�

of ��� becomes large and instability arised� Now the question arises� how to

overcome this problem�

Regularization is such a technique which can maintain stability when solving

for a approximate model to the original problem� However� as is well known�

this kind of method involves a parameter� known as regularization parameter�

which quantify the trade�o� between error ampli�cation due to instability and

truncation due to regularization� The choice of an appropriate regularization

parameter is a subtle thing� Unless the parameter is appropriately choosed� the

solution will not be a good approximation to the true solution of the original

problem�

Facing with these di�cuties� In this context� we will solve the problem in a

di�erent way� First we form this problem into an optimization problem�

minM �f 
 � kKf � hk�� ���

and then solve for f by a trust region method� The trust region method� due

to its robustness in global convergence� seems a suitable method for solving such

kind of problems� We are liberated from the careful choice of the regularization

parameter by using this method�

The paper is organized as follows� In section � we give a brief review of the

Tikhonov regularization and its numerical method when it is applied to image

restoration problem� In section � we introduce our trust region method� Section

� presents numerical simulation results of our algorithm� Finally� in section � we

give a brief summary�

� Tikhonov Regularization Method

If we let K denote the blurring operator and e the noise process� then the image

restoration problem with additive noise can be expressed as a linear operator

equation

h � Kf � e� ���

where h and f denote functions containing the information of the recorded and

original images respectively�
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As a rule� the numerical solution of the fundamental problem would be im�

possible without the use of computers� Therefore we may assume that a discrete

model of ��� is obtained �note that there are a lot of quadrature rule to discretize

����� which we denote by

h � Kf � e� ���

For notation purpose we assume that the image is n�by�n� where n is the number

of pixels in each direction� and thus contains n� pixels� and accordingly H is

n� � n�� Typically n is chosen to be a power of �� such as ��� or larger� then the

number of unknowns grows to at least ������� The vectors f � Rn� and h � Rn�

represent the true and observed image pixel values� respectively� in a row�wise

ordering� Since the special structure of problem �	�� the matrix K is a block

Toeplitz matrix with Toeplitz blocks �abbreviated BTTB�� each subblock of K is

an n� n Toeplitz matrix� Thus the fast Fourier transform �FFT� can be used in

computations involving K�

��
 has veri�ed that the eigenvalues of K cluster at the origin so that K has a

really large condition number� As already mentioned in section 	� the solution f

of the discrete linear system ��� is very sensitive to measurement errors e resulting

from imaging process� To overcome this ill�conditioning� regularization technique

has to be imployed� Certainly� Tikhonov regularization �see ��� �
� is the most

well�known one� In this method� one solves the minimization problem

min kKf � hk� � �kLxk�� ���

where � 	 
 is the so�called regularization parameter� L is the penalty matrix

�often a positive de�nite matrix�� for example� L can be chosen as the identity

matrix I in L� or as the discrete negative Laplacian matrix in Sobolev space H��

In Tikhonov regularization� the choice of regularization parameter � is a critical

and delicate thing� It can not be too large or too small� If � is too large� its

solution may be far from the noise�free solution since the new problem is a poor

approximation to the original problem� if � is too small� the in�ence of the data

errors may cause instabilities� The optimal balance between these two extremes

is so hard to obtain that in practice � is chosen in a priori way� on the basis of

preliminary experiments and experience�

Clearly the minimization problem ��� is equivalent to solve the following Euler

equation

�K�K � �L�L�f � K�h� ���
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Because of the large size of matrix K� the direct methods should be avoided�

Usually� in order to utilize the special structure of the Toeplitz matrix K� the

matrixK is replaced by a block�circulant�circulant�block �BCCB� matrix C� which

coincides with K in all central block diagonals and the central diagonals of all

blocks �see ��
 for details�� Note that the inverse of a BCCB matrix is also

BCCB� hence the new system can be solved by using two dimensional fast Fourier

transform ���D FFT��

� A Trust Region�CG Algorithm

Trust region methods are a group of methods for ensuring global convergence

while retaining fast local convergence in optimization algorithms� For example�

we consider the minimization problem

min
x�Rn

f�x�� ���

In trust region methods� we �rst choose a trial step length �c� and then use the

quadratic model to select the best step of �at most� this length for the quadratic

model by solving

min
�xc � �� � f�xc� � �g�xc�� �� �
	

�
�Hc�� ��� ���

s� t� k�k � �c� �	
�

The trial step length �c is considered an estimate of how far we trust the

quadratic model� hence it is called a trust radius and the resultant method is

called a trust region method�

In this section� we will consider the approximation minimization problem ���

by utilizing the trust region technique mentioned above�

In discrete case� ��� can be rewritten as

minM�f 
 � kKf � hk�� �		�

The gradient and Hessian of the objective functional M�f 
 can be computed

explicitely as

grad�M�f 
� � K�Kf � K�h� Hess�M�f 
� � K�K�

Our trust region algorithm for �		� involves solving the following subproblem

�TRS��

min��s� � �grad�M�f 
�� s� �
	

�
�Hess�M�f 
�s� s�� �	��

s� t� ksk � �� �	��
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At each iteration of a trust region algorithm� a problem in the form �	����	��

has to be solved exactly or inexactly to obtain a trial step� The trial step� often

called as the trust region step� will either be accepted or rejected after testing

some test condition based on the predicted reduction and the actual reduction of

the objective function� Let sk be a solution of �	����	��� The predicted reduction

is de�ned by the reduction in the approximate model� i�e��

Predk � �k�
�� �k�sk� � ��k�sk�� �	��

Unless the current point sk is a stationary point and Hess�J�k is positive semi�

de�nite� the predicted reduction is always positive� The actual reduction is the

reduction in the objective function

Aredk �M�fk
�M�fk � sk
� �	��

And we de�ne the ratio between the actual and the predicted reduction by

rk �
Aredk
Predk

�	��

which is used to decide whether the trial step is acceptable and to adjust the new

trust region radius�

With the above analysis� we generate the trust region algorithm for solving

image restoration problem as follows�

Algorithm ��� �Trust region algorithm for image restoration problem�

STEP � Given the initial guess value f� � Rn�� �� 	 
� 
 � 
� � 
� � 	 � 
��


 � 
� � 
� � 	� 
� 	 
� k �� 	�

STEP � If the stopping rule is satis�ed then STOP� Else� solve ���������

giving sk�

STEP � Compute rk�

fk�� �

�
fk if rk � 
��
fk � sk otherwise�

Choose �k�� that satis	es

�k�� �

�
�
�kskk� 
��k
 if rk � 
��
��k� 
��k
 otherwise�

STEP 
 Evaluate grad�M�fk
� and Hess�M�fk
�� k��k
�� GOTO STEP ��
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The constant 
i �i � 
� � � � � �� can be chosen by users� Typical values are


� � 
� 
� � �� 
� � 
� � 
���� 
� � 
��� For other choices of those constants�

please see ��
� ��
� ��
� �	

� etc�� The parameter 
� is usually zero �see ��
� �		
�

or a small positive constant �see �	�
 and �	�
�� The advantage of using zero 
� is

that a trial step is accepted whenever the objective function is reduced� Hence

it would not throw away a �good point�� which is a desirable property especially

when the function evaluations are very expensive�

In STEP �� the stopping rule is based on the predicted reduction Predk� In

our algorithm� if Predk � � then the iteration is stopped� where � can be chosen

by users�

The following lemma is well known �for example� see �	�
 and �	�
��

Lemma ��� A vector s� � Rn� is a solution of ��������� if and only if there

exists �� � 
 such that

�Hess�M�f 
� � ��I�s� � �grad�M�f 
� �	��

and that Hess�M�f 
� � ��I is positive semi�de	nite� ks�k � � and

����� ks�k� � 
� �	��

It is shown by Powell �		
 that trust region algorithms for �		� is convergent

if the trust region step satis�es

Pred�s� � ckgrad�M�f 
�kminf�� kgrad�M�f 
�k�kHess�M�f 
�g �	��

and some other conditions on Hess�M�f 
� are satis�ed� It is easy to see that

��
� � min
ksk���s�spanfgrad�M	f 
�g

��s� �

�
�

kgrad�M�f 
�kminf�� grad�M�f 
��kHess�M�f 
�g� ��
�

Therefore it is quite common that in practice the trial step at each iteration of

a trust region method is computed by solving the TRS �	����	�� inexactly� One

way to compute an inexact solution of �	����	�� was the truncated conjugate

gradient method proposed by Toint �	�
 and Steihaug �	�
 and analyzed by Yuan

�	�
�

The conjugate gradient method for �	�� generates a sequence as follows�

sk�� � sk � �kdk� ��	�
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dk�� � �gk � �kdk� ����

where gk � r��sk� � Hess�M�f 
�sk � grad�M�f 
� and

�k � �gTk dk�d
T
kHess�M�f 
�dk� �k � kgk��k

��kgkk
�� ����

with the initial values

s� � 
� d� � �g� � �grad�M�f 
�� ����

Toint �	�
 and Steihaug �	�
 were the �rst to use the conjugate gradient method

to solve the general trust region subproblem �	����	��� Even without assum�

ing the positive de�nite of Hess�M�f 
�� we can continue the conjugate gradient

method provided that dTkHess�M�f 
�dk is positive� If the iterate sk � �kdk com�

puted is in the trust region ball� it can be accepted� and the conjugate gradient

iterates can be continued to the next iteration� Whenever dTkHess�M�f 
�dk is

not positive or sk ��kdk is outside the trust region� we can take the longest step

along dk within the trust region and terminate the calculation�

Algorithm ��� �Truncated Conjugate Gradient Method for TRS�

STEP � Given s� � 
� � �tolerance� 	 
 and compute g� � g�s��� set k �

	� d� � �g� � �grad�M�f 
��

STEP � If kgkk � �� stop� output s� � sk�

Compute dTkHess�M�f 
�dk� if dTkHess�M�f 
�dk � 
 then goto step


�

Calculate �k by �����

STEP � If ksk � �kdkk � � then goto step 
�

Set sk�� by ���� and gk�� � gk � �kHess�M�f 
�dk�

Compute �k by ���� and set dk�� by �����

k��k
�� goto step ��

Hess�M�fk
�� k��k
�� GOTO STEP ��

STEP 
 Compute ��k � 
 satisfying ksk � ��kdkk � ��

Set s� � sk � ��kdk� and stop�
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Note that ��k can be computed by choosing the positive root of the quadratic

equation in ��

kdkk
��� � ��sk� dk�� � kskk

� ��� � 
� ����

Let s� be the inexact solution of �	����	�� obtained by the above truncated

CG method and  s be the exact solution of �	����	��� If n � �� Yuan �	�
 shows

that

��
�� ��s��

��
�� �� s�
�

	

�
� ����

Recently Yuan in �	�
 also proved that ���� is true for all n� which can be written

as the following theorem�

Theorem ��� For any � 	 
� g � Rn and any positive de	nite matrixHess�M�f 
� �

Rn�n� let  s be the global solution of the trust region subproblem ���������� and let

s� be the solution obtained by the truncated CG method� then

��s�� �
	

�
�� s�� ����

This theorem tells us that the reduction in the approximate model is at least

half at each iteration if we use truncated conjugate gradient method for solving

the subproblem �	����	��� Noticing this fact� we know from algorithms ��	 and

��� that there will not be many iterations to generate convergence�

� Numerical Simulation

In this section� we give a numerical test of a two�dimentional image restoration

problem� We perform our numerical test on SGI workstation�

From algorithms ��	 and ���� we can see clearly that there are two stage

iterations� the inner loop and the outer loop� The inner loop is purely truncated

conjugate gradient method� the outer loop is the trust region method� Since we

only want to get a approximation solution of the TRS� therefore it needs not be

solved so exactly� Noticing this fact� we add in our algorithm ��� another stopping

rule� i�e�� the maximal iterations� itermax� If the inner loop numbers are greater

than itermax� then we stop the inner iteration and turn to the outer loop� In

fact� this stopping rule is activated in the �rst two iterations of our numerical

example�
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It should be also pointed out that in algorithms ��	 and ���� the Toeplitz

structure of the model problem is not destroyed� Therefore we can still use this

special structure to code� e�g�� the ��D FFT and ��D IFFT can be used� In this

way� the cost of computation is greatly reduced�

We consider a 	���	�� image with irregular boundaries� The reconstructions

are obtained from simulated satellite data generated from a model �	�� This model

has been used by several authors� e�g�� ��� �� 	� 	�� �

� The data� which includes

the point spread function �PSF�� true object and observed image� is shown in

�gure 	� �gure � and �gure � respectively�

We �rst implement the trust region�CG algorithm� i�e�� algorithm ��	 and

algorithm ���� the numerical results are shown in �gure � and �gure ��

In �gure �� we choose the initial guess values as follows� f� � 
� �� �

	�
� 
� � 
� 
� � �� 
� � 
�	� 
� � 
���� 
� � 
��� itermax � �
� � � 	�
e� ��

From this setting� the truncation is never activated� because the �rst few TRS

solutions is within the trust region bound� In this case� it needs only two iterations

to generate convergence� However in �gure �� the truncation is activated� since

we choose the trust region radius as �� � 
�
	� the �rst few TRS solutions are

outside the trust region bound� hence the truncation is activated� Other notations

are the same as in �gure �� It requires three iterations to generate convergence�

We also perform Tikhonov regularization to this problem� The numerical

algorithm used here is also based on conjugate gradient method� The results are

shown in �gures ��	
�

For Tikhonov regularization� we �rst choose the regularization parameter as

� � 
�	� the restoration image is shown in �gure � after 	

 iterations� then we

choose � � 
�
	� the restoration image is shown in �gure � after �
 iterations�

Figure � gives us a plot of the restoration image as we choose � � 
�

	 after �


iterations� For small �� say� � � 	�
� 	
���� the restoration results are shown in

�gures ��	
� In �gure �� we take �
 iteration� in �gure 	
� we take 	

 iterations�

This illustrates that the choice of the regularization parameter � is a subtle

thing� We have to use our experience or the priori information about the model

to choose the regularization parameter� Besides� we observe that� the iterations k

also serves as a regularization parameter� Figure � and �gure � illustrate this fact�

Therefore� how to choose a reasonable stopping rule for Tikhonov regularization

is another important matter�
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The Approximate Image
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The Approximate Image
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Remark� For Tikhonov regularization� the choice of regularization parameter

� is crucial� If � is too large� say 
�	� the reconstruction result is bad �see Figure

�� even with many iterations� If � is too small� say 	�
 � 	
���� and if we give

many iterations� the result is also bad �see Figure 	
�� The best result is �gure �

with � � 
�
	 and �
 iterations�

For trust region�cg algorithms� the results are a little better� According to

Theorem ���� the reduction in the approximate model is at least half at each

iteration� Hence� using Pred � � as the stopping rule is reasonable� It can give

an appropriate termination to obtain a satisfactory results�
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� Conclusion and Future Research Work

The numerical experiment illustrates that the trust region method is stable for

solving ill�posed problems� at least for atmospheric image restoration problem

concerned in this paper� We do not claim that the trust region�cg is better than

Tikhonov regularization� which has been developed for about �
 years starting

from the basic works by Tikhonov� But at least it can give a comparative results�

Numerical results also show that our trust region algorithm performs easier than

the Tikhonov regularization method�

It should be noted that we did not apply proconditioned technique in the

present version of this article� With appropriate preconditioner� the cost of com�

putation can be signi�cantly reduced� However� the choice of the preconditioner

is another important problem for ill�posed image restoration problems� We will

consider this later�
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