
Convergence Properties of Beale�Powell Restart

Algorithm �

Y� H� Dai and Y� Yuan

�State Key Laboratory of Scienti�c and Engineering Computing� ICMSEC� Chinese

Academy of Sciences� Beijing ������� China�

Abstract The Beale�Powell restart algorithm is highly useful for large�scale
unconstrained optimization	 In this paper� we use an example to show that the
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The standard conjugate gradient method for solving the unconstrained
optimization problem

min f�x�� x � Rn �����

has the following form

xk�� � xk � �kdk ���	�

dk �

�
�gk� for k � �

�gk � �kdk��� for k � 	�

�����

where gk � rf�xk�� �k is a steplength obtained by a onedimensional line
search� and �k is a scalar� If �k is chosen to be

�FR
k � kgkk

��kgk��k
�� �����

where and below jj � jj stands for the Euclidean norm� the corresponding
method is called as the FletcherReeves ����� method� abbreviated to the
FR method� If �k equals

�PRP
k � gTk yk���kgk��k

�� �����
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where yk�� � gk � gk��� the corresponding method is the PolakRibi�ere
Polyak method ��	� ���� abbreviated to the PRP method� The FR� and PRP
methods are two of the wellknown nonlinear conjugate gradient methods�
Some recent results on them can be seen in references ��� and ����

It is proved in ��� that the standard conjugate gradient method with
out restart is at most linearly convergent �� Practical conjugate gradient
algorithms therefore include a periodic restart strategy� namely� set

dk � �gk� for k � in� �� i � �� 	� � � � �����

If the line search is asymptotically exact� ��� �� proved that this restart
strategy leads to the n�step quadratic convergence rate of the algorithms�
However� as pointed out by Powell ����� this restart strategy has the following
drawbacks� �a� the frequency of restart that should depend on the objective
function can not be simply set to n
 �b� a restart along �gk abandons the
second derivative information that is found by the search along dk��
 and
�c� the immediate reduction in the objective function is usually less than
it would be without the restart� Therefore it seems more reasonable to use
�gk � �kdk�� as the restart direction�

Beale ���� studied such a restart strategy� which uses �gk � �kdk�� as
the restart direction and extends the nonrestart direction from two terms
to three terms �see Step � in Algorithm �� such that all search directions
are conjugate to one another if f is convex quadratic and the line search is
exact� McGuire and Wolfe� tried this algorithm� but disappointed numerical
results were reported� By introducing a new restart criterion� namely� ������
Powell ���� overcame the di�culties that McGuire and Wolfe encountered
and obtained satisfactory numerical results� The current general subroutine
of the algorithm is VE�� in Harwell subroutine library� In this paper� we
call it as the BealePowell restart algorithm�

From Algorithm � we see that the BealePowell restart algorithm only
needs to store six ndimensional vectors� As a result� the BealePowell
restart algorithm is still available for solving ����� even if its dimension n
is very large� One largescale practical problem that uses the BealePowell
restart algorithm to minimize can be seen in �����

Despite its good numerical performances and adaptability for largescale
unconstrained optimization� it is not clear yet whether or not the Beale

���� showed that the convergence rate of the conjugate gradient method is exactly linear
for uniformly convex quadratics
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 Evaluating a restart procedure for conjugate gradients
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Powell restart algorithm converges theoretically� Ref� ��	� considered general
threeterm conjugate gradient method in which dk has the form

dk � �gk � �kdk�� � �kdt�p�� t�p� � k � t�p� �� �����

where t�p� stands for the pth restart iteration� and established convergence
results for the general method under quite a few restrictions on the scalars
�k and �k� In this paper� one of the examples in ���� is used to show that the
BealePowell restart algorithm may fail to converge� The global convergence
of a slightly modi�ed algorithm is proved�

�� Beale�Powell restart algorithm

The BealePowell restart algorithm is described as follows�

Algorithm ��

Step � Given x� � Rn
 c��c� � ��� ��� c� � ������ 	 � ��� ��

set d� � �g�
 k � t � �


Step � If k � �� go to Step �

If k � t � n� set t � k � �
 otherwise if k � 	 and

jgTk��gkj 
 c�kgkk
�� �����

also set t � k � �


Step � If k 
 t� �� compute dk as follows and go to Step ��

dk � �gk � �kdk�� � �kdt� ���	�

where �k and �k is de�ned by

�k � gTk yk���d
T
k��yk��� �����

�k � gTk yt���d
T
t��yt��
 �����

if k � t��� compute dk by setting �k � � in ���	� and go to Step
�


Step � If the following relation is not satis�ed

�c�kgkk
� � dTk gk � �c�kgkk

�� �����

then set t � k � �� go to Step �


�



Step � Carry out a line search along dk� getting �k

set xk�� � xk � �kdk


Step � If kgk��k � �� stop
 otherwise set k � k � � and go to Step 	�

In the above algorithm� we still denote yk�� � gk � gk��� Ref� ����
suggested that fci
 i � �� 	� �g can take the values c� � ��	� c� � ���� and
c� � ��	 respectively� and the line search in Step � satis�es the strong Wolfe
conditions� namely�

f�xk�� f�xk � �kdk� � ���kg
T
k dk� �����

jg�xk � �kdk�
Tdkj � �gTk dk� �����

where � � � �  � ��

�� Non�convergence example and a modi�ed algorithm

In this section� we �rst show that Algorithm � may fail to converge�
Consider the n � 	�m � � example for the PRP method in ����� The
example shows that if the steplength can be chosen to be any local minimizer
of the function

�k��� � f�xk� � �dk� � 
 � �	���

then the PRP method can cycle near eight points without approaching a
solution point� Since this example is such that gTk��dk � �� we have that

dTk gk � �kgkk
�� �	�	�

Besides it� direct calculations show that� when j ��� fjgT�j�ig�j�i��j�kg�j�ik�
i �
�� 	� �� �g tend to

�� 	� ���� ��	
respectively� which implies that ����� is satis�ed for all large k provided that
the parameter in ����� is such that c� � ���� As a result� if Algorithm � is
used to minimize the function� a restart will be done at every iteration and
hence by �	�	��

�k � �PRP
k � �k � � �	���

holds for all large k� Therefore Algorithm � produces the same iterates as
the PRP method does� which means that Algorithm � may fail to converge�

In the above example� due that kdkk tends to in�nity with k� we can
see that if �PRP

k � � for some k� then the two consecutive directions dk��

�



and dk tend to be opposite directions� In the case that �k � � but �k � ��
such a phenomenon may also happen and lead to the nonconvergence of
the BealePowell restart algorithm�

Therefore� to establish convergence results for Algorithm �� we restrict
the values of �k and �k to be nonnegative� namely� set

��k � maxf�k� �g� ��k � maxf�k� �g� �	���

In addition� we see that Algorithm � tests the su�cient descent condition

dTk gk � �c�kgkk
� �	���

for nonrestart iterates� but not for restart iterates� However� the restart
direction needs not be downhill if relations �	��� is not satis�ed� In this
case� since the restart direction has the form

dk � �gk � ��k dk��� �	���

and since ��k � �� we can use the line search strategy in ��� to ensure �	���
for nonrestart iterates� The basic idea of the line search strategy in ��� is
that� �a� �nd a point by the strong Wolfe line search� and �b� if at that
point �	��� is not satis�ed� more line search iterates will proceed by the one
dimensional optimization algorithm in ���� until a new point satisfying �	���
is found�

A modi�ed BealePowell restart algorithm is then given as follows�

�



Algorithm ��

Step � Given x� � Rn
 c��c� � ��� ��� c� � ������ 	 � ��� ��

set d� � �g�
 k � t � �


Step � If k � �� go to Step �

If k � t � n� set t � k � �
 otherwise if k � 	 and

jgTk��gkj 
 c�kgkk
�� �	���

also set t � k � �


Step � If k 
 t� �� compute dk as follows and go to Step ��

dk � �gk � ��k dk�� � ��k dt� �	���

where ��k and ��k are computed by �	���
 otherwise� if k � t���
compute dk by setting ��k � � in �	��� and go to Step �


Step � If the following relation is not satis�ed

�c�kgkk
� � dTk gk � �c�kgkk

�� �	���

then set t � k � �� go to Step �


Step � Carry out a line search along dk� getting �k

if k � t � �� perform more line searches such that �	��� is also

satis�ed

set xk�� � xk � �kdk


Step � If kgk��k � �� stop
 otherwise set k � k � � and go to Step 	�

�� Convergence of the modi�ed Algorithm

We always suppose that the objective function satis�es

Assumption �� �i� The level set L � fx � Rn � f�x� � f�x��g is

bounded� �ii� In some neighborhood N of L� f is continuously di�erentiable�

and its gradient is Lipschitz continuous� namely� there exists a constant

L 
 � such that

kg�x� � g��x�k � Lkx� �xk� �x� �x � N � �����

�



For any descent algorithm� due to the fact that f�xk� � f�xk��� for all
k� we know that fxkg � L� This� with �i� in Assumption �� implies that
there exists a positive constant B 
 � such that for all k � ��

kxkk � B� ���	�

Thus by �ii� in Assumption �� there exists a positive constant � 
 � such
that for all k � ��

kgkk � �� �����

The line search is supposed to satisfy the standard Wolfe conditions� namely�
����� and

g�xk � �kdk�
T � gTk dk� �����

where also � � � �  � �� The following result was obtained in ���� ��� ����

Lemma A Suppose that x� is a starting point for which Assumption �
is satis�ed� Consider any method in the form 	
��� where dk is a descent

direction and �k satis�es 	���� and 	���� Then

X
k��

�gTk dk�
�

kdkk�
��� �����

In the following� we will prove the global convergence of Algorithm 	 by
contradiction� It should be noted that the proof here follows the same line
as but is more di�cult than that for the PRP method in ���� Assume that

lim inf
k��

kgkk 	� �� �����

Then there exists a positive constant � 
 � such that

kgkk � � �����

holds for all k � �� In this case� it follows by Lemma A and �	��� that

X
k��

�

kdkk�
��� �����

Lemma ��� Suppose that u� v � Rn are two vectors satisfying kuk � kvk �
�� If

w � u� �v �����

holds some positive number � � �� then we have that

ku� vk � 	kwk� ������

�



Proof It follows from the de�nitions of u and v that

ku� vk� � 	� 	uT v� ������

Besides it� we have by ����� and � � � that

�kwk� � ��� � 	�uT v � ���

� min
���

���� 	�uT v � ���

�

�
���� �uT v���� uT v � �

�� uT v � ��

����	�

Combining the above relations� we know that ������ holds� �

Lemma ��� Suppose that x� is a starting point for which Assumption � is

satis�ed� Consider Algorithm �� where � � �� and where the line search con�
ditions are 	���� and 	���� Then if 	��� holds� dk 	� �� Further� denoting

uk � dk�kdkk� we have thatX
k��

kuk � uk��k
� ��� ������

Proof If ����� holds� we clearly have that dk 	� � for otherwise we have
from �	��� that kgkk � �� Hence uk is wellde�ned� Assume that t� �t ��t 
 t�
are any consecutive restart iterates� Since

dt�� � �gt�� � ��t��dt� ������

de�ning

rk �
�gk
kdkk

and �k �
��k kdk��k

kdkk
� ������

we have that
ut�� � rt�� � �t��ut� ������

Noting the facts that kut��k � kutk � � and that �t�� � �� we get from
Lemma ��� and ����� that

kut�� � utk � 	krt��k �
	�

kdt��k
� ������

If �t � t� 	� then

dt�� � �gt�� � ��t��dt�� � ��t��dt� ������

�



Thus if we de�ne

rt�� �
�gt��
kdt��k

� ��t��
kdt��k

kdt��k
�ut�� � ut� ������

and

�t�� � ��t��
kdtk

kdt��k
� ��t��

kdt��k

kdt��k
� ���	��

������ can be written as

ut�� � rt�� � �t��ut� ���	��

which� with Lemma ���� implies that

kut�� � utk � 	krt��k� ���		�

In this case� applying ������ ������ ������ �	��� and �	��� in the de�nitions of
��k and ��k � we deduce that

��k � b� ��k � b� ���	��

holds for constant b � 	�������c���
�� Hence by ���		�� ������� ������� ���	��

and ������ it follows that

kut�� � utk �
	kgt��k

kdt��k
�
	��t��kdt��k

kdt��k
�kut�� � utk�

�
	kgt��k

kdt��k
�
���t��kdt��kkrt��k

kdt��k

�
�	 � �b���

kdt��k
� ���	��

Further� by induction� it can be proved that

kut�i � utk �
	�� � �	b�i�

�� 	b
�

��

kdt�ik
���	��

holds for any � � i � t� t� From ���	�� and the fact that �t� t � n� we have

kut�i � utk �
c

kdt�ik
� � � � i � �t� t� ���	��

�



where c � 	��� �	b�n������� 	b� is constant� ���	�� also holds for i � �� For
any k� let �t be the last restart iterate such that �t � k� we have that

kuk�� � ukk � kuk�� � u	tk� kuk � u	tk

�
c

kdk��k
�

c

kdkk
� ���	��

It follows that

X
k��

kuk�� � ukk
� � 	

�
�X

k��

c�

kdk��k�
�
X
k��

c�

kdkk�

�
A � �c�

X
k��

�

kdkk�
� ���	��

from which and ����� we know that ������ holds� �

Now� we denote Z� to be the set of all positive integers and de�ne

K�
k�l �

�
i � Z� � k � i � k � l � �� ksik � kxi�� � xik 
 �

�
� ���	��

In addition� we use jK�
k�lj to stand for the number of all elements in K�

k�l�

Lemma ��� Suppose that x� is a starting point for which Assumption �

is satis�ed� Consider Algorithm �� where � � �� and where the line search

conditions are 	���� and 	���� Then if 	��� holds� there exist a constant
� 
 � and an integer k� such that for any l � Z��

jK�
k�lj 


l

	
� ������

Proof ����� implies that

kdkk � �� k ��� ������

which with ����� means that there exists an integer k� such that

kgkk �
�

	
kdkk� for all k � k�� ����	�

Let t� �t ��t 
 t � k�� to be any consecutive restart iterates and denote

��t�� � maxf��t��
 �
�
t��� � � � � �

�

t g� ������

Then we have by ���	�� that

��t�� � b� ������

��



In addition� if we denote

� � minf
��

�b�L��
�
��� c���

�

L��
g� ������

where L is the Lipschitz constant in ������ then when kstk � �� we have by
������ ����� and ����� that

��t�� �
L���

��
�

�

�b�
� ������

Now� we prove by induction that for all � � i � �t� t�

kdt�ik �
	�� � �	b�i�

�� 	b
��t��kdtk� ������

In fact� for i � �� we have from ������ that

kdt��k � kgt��k� ��t��kdtk� ������

The above inequality� ����	� and the de�nition of ��t�� imply that ������
holds for i � �� Suppose that ������ is true for some i satisfying � � i � �t�t�
Then by the de�nition of dt�i��� ����	�� ���	��� ������ and the induction
supposition� we have that

kdt�i��k � kgt�i��k� ��t�i��kdt�ik� ��t�i��kdtk

�
�

	
kdt�i��k�

�
	b
� � �	b�i

�� 	b
��t�� � ��t�i��

�
kdtk

�
�

	
kdt�i��k�

�� �	b�i��

�� 	b
��t��kdtk� ������

which implies that ������ is also true for i � �� Thus by induction� ������
holds for all � � i � �t� t�

Assume without loss of generality that b � ��	� In this case� it follows
by ������ that

kdt�ik � �	b�i ��t��kdtk ������

holds for all � � i � �t� t� For convenience� we also assume that k� is exactly
a restart iterate� Denote

Tk��l � ft � k� � t � k� � l � �� t is a restart iterateg� ������

��



Then it follows from ������ that for any l � ��

kdk��lk � �	b�l

�
� Y

t�Tk��l

��t��

�
A kdk�k� ����	�

We now proceed by contradiction and assume that for any � 
 � and any
integer k � �� there exists an integer l � Z�� such that

jK�
k�lj �

l

	
� ������

In this case� since k is arbitrary� there exists a sequence l�j���� such that

jK�
k��l�j�

j �
l�j�

	
� �j � �� 	� � � � ������

For any �xed j� if i � �k�� k� � l�j�� �� but i �� Tk��l�j�� we claim that

ksik 
 �� ������

This is because� if i �� Tk��l�j�� namely� if i is a nonrestart iterate� Algorithm
	 satis�es

jgTi��gij � c�kgi��k
�� ������

Hence if ksik � � and if b is so large that � � ���c����

L�
� we get by �������

������ ������ ����� and the de�nition of � that

jgTi��gij � jkgi��k
� � gTi���gi�� � gi�j


 kgi��k
� � L���

� kgi��k
� � ��� c���

�

� c�kgi��k
�� ������

which contradicts ������� Thus ������ holds for all i �� Tk��l�j�� Consequently�
if we denote

�k��l�j� � fi � Tk��l�j� � ksik � �g� ������

we have by ������ and ������ that

p
�
� j�k��l�j�j �

l�j�

	
� ������

Furthermore� it is clear that

q
�
� jTk��l�j�j � l�j�� ������

�	



In this case� if in relation ����	�� we use ������ when ksik 
 � and ������
when ksik � �� then

kdk��l�j�k � �	b�l�j�bq�p��b���pkdk�k � 	l�j���pbl�j��q��pkdk�k

� �	b��l�j���pkdk�k � kdk�k� ������

where ������ and ������ are also used� By letting j �� in ������� we obtain
a contradiction to ������� Therefore ������ must hold� �

The following is our main theorem of this paper�

Theorem � Suppose that x� is a starting point for which Assumption �

is satis�ed� Consider Algorithm �� where 	 � �� and where the line search

conditions are 	���� and 	���� Then the following convergence relation holds

lim inf
k��

kgkk � �� ����	�

Proof We proceed by contradiction and assume that ����	� is not satis
�ed� Then ����� holds and hence the conditions of Lemmas ��	 and ��� are
satis�ed� For any integers l� k� we write

xk�l � xk �
k�l��X
i�k

ksikui

�
k�l��X
i�k

ksikuk �
k�l��X
i�k

ksik�ui � uk�� ������

Taking norms in ������ and using ���	�� we get that

k�l��X
i�k

ksik � 	B �
k�l��X
i�k

ksikkui � ukk� ������

De�ne � by ������ and l � f�B��g� where fTg stands for the smallest integer
not less than T � Lemma 	 implies that

kui�� � uik � �� i��� ������

Then if k� is so large that

kuj�� � ujk �
�

	l
������

��



for all k� � j � k� � l � �� we have that

kuk��i � uk�k �
k��i��X
j�k�

kuj�� � ujk �
i

	l
�

�

	
������

for all � � i � l� Using ������� ���	�� ������ and Lemma �� we obtain

	B �
�

	

k��l��X
i�k�

ksik �
�

	
jK�

k��l
j 


�l

�
� ������

So l � �B��� which contradicts the de�nition of l� Therefore ����	� must
hold� �
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