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Abstract

This paper discusses some properties of trust region algorithms for nonsmooth optimization� The

problem is expressed as the minimization of a function h�f�x��� where h��� is convex and f is a

continuously di�erentiable mapping from �
n to �m� Conditions for the convergence of a class of

algorithms are discussed� and it is shown that the class includes minimax and L� problems�

Key words� Trust Region Algorithms� Nonsmooth Optimization�

Kuhn�Tucker Points�

Technical Report� DAMTP ���	
NA�

�



�� Introduction

Many papers have been published on trust region algorithms� for example see Mor�e������ Powell

����� ����� ���	� and Sorensen ������ but most attention has been given to the smooth case� We

investigate some properties of trust region algorithms for nonsmooth cases� The problem we went to

solve is

min
x��n

hfx��� ����

where h�� is a convex function de�ned on �m and is bounded below� fx� � f�x�� � � � � fmx��T is a

map from �n to �m and fix�i � �� � � � �m� are all continuously di�erentiable functions on �n�

The trust region algorithms are iterative and an initial point x� � �
n should be given� The methods

generate a sequence of points xkk � �� �� � � �� in the following way� At the beginning of k�th iteration�

xk ��k and Bk are available� where �k � � is a step�bound and Bk is an n � n real symmetric matrix�

Let dk be a solution of

minhfxk� �r
T fxk�d� �

�

�
dTBkd� ����

subject to

jjdjj � �k� ��	�

Here jj�jj may be any norm in �n space� Let

xk�� �

�
xk � dk� if hfxk�� � hfxk � dk��
xk � otherwise �

����

It is noted that our choice of xk�� is di�erent from Powell�s ���	�� He let xk�� � xk� dk if and only

if the inequality

hfxk � dk� � hfxk�� c�hfxk��� �kdk�� ����

holds for some constant c � �� ��� where �kd� is de�ned by

�kd� � hfxk� �r
T fxk�d� �

�

�
dTBkd� ����

Thus� because our condition for letting xk�� � xk � dk is weaker than Powell�s� our algorithms let

xk�� � xk � dk more often� and we have the desirable property of accepting any trial vector of variables

that reduces the objective function�

Similar to Powell ������ let �k�� satisfy

jjdk jj � �k�� � c�jjdkjj ����

if

hfxk��� hfxk � dk�� � c��hfxk��� �kdk��� ����

otherwise let

c�jjdk jj � �k�� � c�jjdk jj� ����

�



where cii � �� �� 	� �� are positive constant satisfying c� � �� c� � � and c� � c� � �� We also let

�kk � �� �� � � �� satisfy

�k � ��� �����

for some positive constant ��� Our theory applies to several techniques for generating Bk���

In section �� conditions for convergence are discussed� Under the assumption that

jjBkjj � c� � c�

kX
i��

�i �����

and that fxkg are bounded� section � proves that

lim inf
k��

�xk� � �� �����

where c� and c� are two positive constants� jjBkjj is the matrix norm subordinate to the vector norm jj�jj�

that is

jjBkjj � sup
x��	

jjBkxjj�jjxjj ���	�

see Wilkinson ������ and ��� is de�ned by

�x� � hfx��� min
jjdjj��

hfx� �rT fx�d�� �x � �n� �����

Two conditions are given at the beginning of Section 	� If ����� and these two conditions are satis�ed�

and if the points fxkg are all in a small neighbourhood of the solution� it is proved in Section 	 that

jjBkjjk � �� �� � � �� are uniformly bounded and� not only does fxkg converge to the solution� but alsoP
jjdkjj is �nite�

In Section � and Section �� minimax and L� problems are analyzed� In either case� strict complemen�

tarity and second order su�ciency are assumed� If ����� holds and fxkg are in a small neighbourhood

of the solution� it is proved that the conditions of Section 	 are satis�ed�

�� Kuhn�Tucker Points

In this section� it is proved that the sequence fxkg generated by our algorithm is bounded away

Kuhn�Tucker points� Here Kuhn�Tucker points are de�ned to be those at which the equation

�x� � � ����

holds� where ��� is de�ned by ������

Since any two norms in �n are equivalent� there exist positive constants c
 and c� such that

c
jjdjj � jjdjj� � c�jjdjj ����

	



holds for all d � �n�

Let us de�ne

MaxLx� � hfx��� min
jjdjj�L

hfx� �rTF x�d� ��	�

for all x � �n and all L � �� than we have the following lemma�

Lemma ��� If MaxLx� and �kd� are de�ned by ����� and ���	� respectively
 than

hfxk��� �kdk� �
�

�
minfMax�k

xk�� c
��
� �Max�k

xk��
��jjBkjj�

�
kg� ����

Proof By the de�nition of dk� we have

hfxk��� �kdk� � hfxk��� �kd�� �jjdjj � �k� ����

Let jj �dkjj � �k satisfy

Max�k
xk� � hfxk�� hfxk� �r

T fxk� �dk� ����

Then� unity the convexity of h��� we have� for 	 � ��� ���

hfxk��� �kdk� � hfxk��� �k	 �dk�

� 	Max�k
xk��

�

�
	� �d�kBk

�dk

� 	Max�k
xk��

�

�
	�jj �dk jj�jjBk

�dkjj�

� 	Max�k
xk��

�

�
c��jjBkjj�

�
k	

� ����

The last line of the above inequality is due to ���� and jj �dk jj � �k� Therefore

hfxk��� �kdk� � max
	����

�	Max�k
xk��

�

�
c��jjBkjj�

�
k	

��

�
�

�
minfMax�k

xk�� c
��
� �Max�k

xk��
��jjBkjj�

�
kg� ����

which ensures����� �

By de�nition��x� �Max�x� for all x � �
n� and by the convexity of h��� we have

MaxLx� � minfL� �g�x� ����

for all x � �n and all L � ��

The following theorem� similar to Powell�s ������ implies that fxkg is not bounded away from Kuhn�

Tucker points�

Theorem ��� If ������ is satis�ed and fxkg are bounded
 then

lim inf
k��

�xk� � � �����

�



Proof Assume that the theorem is invalid� then there exists 
� � �� such that

�xk� � 
� �����

for all k� From ���� and the above inequality�

Max�k
xk� � minf�k� �g
� � �����

By lemma ��� and ������ we have

hfxk��� �kdk� �
�

�

�minf�k� �� c

��
� 
��jjBkjj� c

��
� 
��jjBkjj�

�
kg ���	�

Let
P�

denote the sum over the iterations on which ���� holds� Then by the fact that h�� is bounded

below� we have X
k

��hfxk��� �kdk�� �����

is convergent� From ���	� we have

X
k

���c� � c�

kX
i��

�i� �����

is convergent� By the de�nition of �k� we have� due to Powell ������

kX
i��

�i � � � c���� c������ �

kX
i��

��i� � �����

Therefore

X
k

����c� � c�� �
c�

�� c�
��� � c�� �

c�
�� c�

�

kX
i��

��i� �����

is also convergent� Hence� we obtain that X
k

�k �����

is convergent� Noticing ������ we have

�X
k��

�k �����

is �nite� Consequently� jjBkjj are uniformly bounded� and by ���	��

hfxk�� � �kdk� �
�

�

��k� for k � k� �����

where k� is a constant integer� Since

hfxk � dk��� �kdk� � Ojjdk jj
�� �����

�



we have� from ����� and ������

lim
hfxk��� hfxk � dk��

hfxk��� �kdk�
� � � c� �����

Thus there exists k� � � such that

�k�� � jjdkjj� for k � k� ���	�

Now� by the argument of the proof of lemma � of Powell ���	�� there exists a positive constant � such

that� if jjdkjj � �k� then jjdkjj � �� However� the convergence of the sum ����� implies that jjdkjj � ��

Therefore there exists k� � � such that

�k � jjdkjj� for k � k�� �����

From ���	� and ������ it follows that

�k�� � �k for k � maxfk�� k�g� �����

This contradicts ������ which completes our proof� �

The conditions of theorem ��	 are often satis�ed� In fact many algorithms demand ������ The

condition that fxkg are bounded is also usually satis�ed� in particular when x� is chosen so that

fxjhfx�� � hfx���g �����

is a bounded set in �n�

Since �x� is continuous see Powell ���	��� fxkg can not be bounded from Kuhn�Tucker points if

the conditions of theorem ��� are satis�ed� Further� theorem ��� gives the following corollary�

Corollary ��� If �x is an isolated local minimum of the objective function ����� at which ��x� � �


if ��� 	� � at every other point in the neighbourhood of �x
 and if xk is in this neighbourhood for all

su�ciently large k 
 then xk � �x�

Proof It follows directly from theorem ��� that the monotonically decreasing sequence fhfxk��� k �

�� �� � � �g converges to hf�x��� and it follows from continuity that� for any 
 � � there exists � � � such

that� if jjxk � �xjj � 
 then hfxk�� � hf�x�� � �� Therefore the corollary is true� �

�� Convergence Results

In this section� two conditions are given on a Kuhn�Tucker point� and under these conditions it is

proved that� if fxkg are in a small neighbourhood of the Kuhn�Tucker point� then the conditions in

corollary ��	 hold and
P�

k�� jjdkjj is �nite� Hence� assuming ������ jjBkjj is uniformly bounded� The

�



two conditions are as follows� hf� is said to satisfy conditionI� at �x if and only if there exist �� � � and

c � � such that

hfx�� � hf�x�� � cjjx� �xjj� 	���

for all jjx � �xjj � ��� hf� is said to satisfy Condition II� at �x with respect to 		 if and only if there

exists �� � � such that

Maxjjx��xjjx� � 		�hfx�� � hf�x��� 	���

for all jjx� �xjj � ��� where Maxjjx��xjjx� is de�ned by ��	��

The following lemma shows that ConditionI� implies that �x is a Kuhn�Tucker point� and that the

assertion ��x� � � in Corollary ��	 is redundant�

Lemma ��� If �x is a local minimum of hfx��
 then �x is a Kuhn�Tucker point�

Proof If the lemma is invalid� then there exists d	 � �
n that

hf�x� �rT f�x�d	� � hf�x��� 	�	�

By the convexity of h�� we have� for 	 � ��� ��

hf�x� � 	rT f�x�d	� � hf�x��� 	�hf�x��� hf�x� �rT f�x�d	��� 	���

Hence for small 	 � ��

hf�x� 	d	�� � hf�x��� 	�hf�x��� hf�x� �rT f�x�d	�� � o	�� 	���

which contradicts the assumption� Hence the lemma is true� �

Our main result that
P
jjdkjj is convergent depends on the following two lemmas�

Lemma ��� Let fxkg be generated by the algorithms stated in Section �� Assume that hf� satis�es

Condition �II� at �x with respect to some 		 � �� �� and that xk is in a neighbourhood of �x such that �����

holds for su�ciently large k� Then we have

hfxk��� �kdk� �
�

�
		Dkminf�k� jjxk � �xjj� 		jDkj�c

�
�jjBkjjg� 	���

where

Dk � �hfxk��� hf�x����jjxk � �xjj 	���

and �k�� is de�ned by ���	��

Proof Obviously the lemma is valid if hfxk�� � hf�x��� So we assume

hfxk�� � hf�x�� 	���

�



for all k� De�ne �dk satisfying jj �dkjj � jjxk � �xjj and

hfxk� �r
T fxk� �dk� � min

jjdkjj�jjxk��xjj
hfxk� �r

T fxk�d�� 	���

then for all 	 � ��� ���

hfxk�� � �k	minf�k�jjxk � �xjj� �g �dk�

� 	minf�k�jjxk � �xjj� �g�hfxk��� hfxk� �r
T fxk� �dk��

�
�

�
	��minf��jjxk � �xjj� �g�� �dTkBk

�dk

� 			minf�k� jjxk � �xjjgDk

�
�

�
	�c��min�k� jjxk � �xjjg��jjBkjj� 	����

Hence� by the de�nition of dk� we have

hfxk�� � �kdk�

� max
	����

fhfxk��� �k	minf��jjxk � �xjj� �g �dk�g

�
�

�
minf		minf�k� jjxk � �xjjgDk� 	

�
	D

�
k�c

�
�jjBkjjg� 	����

which ensures 	���� �

Lemma ��� Assume that all the conditions in the previous lemma are satis�ed
 that hf� satis�es Con�

dition�I� at �x and that xk is in a neighbourhood of �x such that ����� holds for su�ciently large k� If

�X
k

minfjjdkjj� jjxk � �xjj� Dk�� � jjBkjj�g 	����

is convergent
 then

�X
k

jjdkjj�� � jjBkjj� 	��	�

is also convergent�

Proof The theorem is trivial if jjdk jj is the smallest term in the braces of expression 	���� for all

su�ciently large k� Therefore� if the lemma is invalid� there exist xkj j � �� �� � � �� such that kj �
P�

and

�X
j��

minfjjxkj � �xjj� Dkj�� � jjBkj jjg 	����

�



is convergent but

�X
j��

jjdkj jj�� � jjBkj jj� 	����

is divergent� Without lose of generality� we assume

lim
j��

minfjjxkj � �xjj� Dkj�� � jjBkj jj�g

jjdkj jj�� � jjBkj jj�
� � 	����

If there are only �nitely many j such that the equation

minfjjxkj � �x�Dkj�� � jjBkj jj�g � jjxkj � �xjj 	����

holds� then we have

lim
j��

Dkj�jjdkj jj � �� 	����

Hence� by the de�nition 	��� of Dk�

hfxkj ��� hf�x�� � ojjxkj � �xjjjjdkj jj�� 	����

It follows from 	��� that

jjxkj � �xjj � ojjdkj jj�� 	����

On the other hand� because kj �
P�

and because

hfxkj � dkj ��� hf�x�� � hfxkj ��� hf�x�� � ojjxkj � �xjjjjdkj jj�� 	����

we obtain from 	��� the equation

jjxkj � dkj � �xjj� � ojjxkj � �xjjjjdkj jj�� 	����

Since 	���� gives

lim
j��

jjxkj � dkj � �xjj�jjdkj jj � �� 	��	�

it follows that

jjdkj jj
� � ojjxkj � �xjjjjdkj jj�� 	����

which is a contradiction to 	����� So we assume that there are in�nitely many j such that 	���� holds�

Without loss of generality� we assume 	���� holds for all j� Hence

lim
j��

jjxkj � �xjj� � jjBkj jj��jjdkj jj � � � 	����

So again we derive that

jjxk � �xjj � ojjdkj jj�� 	����

�



By the de�nition of �dk in 	��� and by 	���� we have

hfkj �� � �kj 
�dkj �

� 		�hfxkj ��� hf�x���
�

�
c��jjxkj � �xjj�jjBkj jj� 	����

Since

hfxkj �� � hf�x��

� �hfxkj ��� hf�x��hfxkj � dkj ��� hf�x���
�

�

� cjjxkj � �xjjjjxkj � dkj � �xjj 	����

and by 	���� and 	����

jjxkj � �xjj�jjBkj jj � ojjdkj jjjjxkj � �xjj�

� ojjxkj � dkj � �xjjjjxkj � �xjj�� 	����

there exists j� � � such that

hfxkj ��� �kj 
�dkj � �

�

�
		�hfxkj ��� hf�x��� 	�	��

for all j � j�� From 	���� and 	����� there exists j� such that

hfxkj ��� �kj dkj � �
�

�
		�hfxkj ��� hf�x��� 	�	��

for all j � j�� Therefore� from ����

hfxkj ��� hfxkj � dkj �� �
�

�
		c	�hfxkj ��� hf�x���� 	�	��

which we rewrite as

hfxkj � dkj ��� hf�x�� � ��
�

�
		c���hfxkj ��� hf�x���� 	�		�

Thus� since hfxk��� decreases monotonically�

�hfxkj � dkj ��� hf�x���
�

� � ��
�

�
		c��

�

� �hfxkj � dkj ��� hf�x���
�

� 	�	��

for j � j�� Consequently�

�X
j�j�

�hfxkj � dkj ��� hf�x���
�

� 	�	��

��



is convergent� It follows from 	��� that

�X
j�j�

jjxkj � dkj � �xjj 	�	��

is convergent� Noticing 	����� we have

�X
j�j�

jjdkj jj 	�	��

is convergent� This contradicts 	����� which demonstrates that our lemma is valid� �

Theorem ��� If all the condition in lemma ��� are satis�ed and if Bkk � �� �� � � �� satis�es ������
 then

�X
k��

jjdkjj 	�	��

is convergent�

Proof Since hf� is bounded below� we have

X
��hfxk��� hfxk � dk�����hfxk��� hf�x���

�

� 	�	��

is convergent Powell� ������ By ����� 	��� and 	��� we have that

X
� �

�
�xminf�k� jjxk � �xjj� 		Dk�c

�
�jjbkjjg�hfxk��� hf�x���

�

� �jjxk � �xjj 	����

is convergent� so 	��� implies that

X
�minf�k� jjxk � �xjj� 		Dk�c

�
�jjBkjjg 	����

is convergent� Therefore� since 		 and c� are constants� we deduce that 	���� is convergent� Hence� by

lemma 	�	� 	��	� is convergent� Since Bkk � �� �� � � �� satis�es ������

X
k

�jjdkjj�� �

kX
i��

�i� 	����

is convergent� Because �i � c�jjdi��jj� it follows that

X
k

�jjdk jj�� �

kX
i��

jjdijj� 	��	�

is also convergent� By using an argument that is similar to the derivation of ������ we have

X
k

�jjdkjj�� �

kX
i��

�jjdijj� 	����

��



is convergent� Hence by the arguments of Powell ������ we have

�X
k��

jjdkjj 	����

is convergent� �

Because inequality 	��� and lemma 	�� imply that the conditions of corollary ��	 hold� we have the

following result�

Corollary ��� Under the conditions of Theorem ��
 jjBkjjk � �� �� ���� are uniformly bounded and fxkg

converges to x	�

Proof This follows directly from theorem 	��� corollary ��	 and �i � c�jjdi��jj for i � �� �

�� Minimax Problem

In this section and the next one� we consider minimax and L� problems respectively� In each case it

is proved that the two conditions given at the beginning of Section 	 are satis�ed under strict comple�

mentarity and second order su�ciency� Hence convergence results follow directly�

Throughout this section� we consider the case when

hfx�� � jjfx�jj�� ����

When analyzing the minimax problem� strict complementarity and second order su�ciency conditions

are often needed� for example� see Han ����� and Powell ���	�� We also assume these conditions and

that fix�i � �� �� ����m� are all twice continuously di�erentiable� that x	 is the solution of ����� and

without loss of generality� that

fix
	� � jjfx	�jj� � �� ����

Therefore there exist unique positive Lagrange multipliers 	i i � �� �� ����m� such that

mX
i��

	irfix
	� � � ��	�

mX
i��

	i � � ����

and� if d is any nonzero vector such that

rfx	�T �T d � � ����

then

dTW�d � � ����

��



where

rfx	�T � rf�x
	� � � �rfmx	�� ����

and

G� �

mX
i��

	ir
�fix

	�� ����

Throughout this section� we assume that all these conditions hold� First we have the following lemma

Lemma ��� The inequality

max
��i�m

rfix
	��T d � � ����

is equivalent to

rfx	�T �T d � �� �����

Proof Obviously ����� implies ����� Assume ���� holds� If ����� fails� then

min
��i�m

rfix
	��T d � �� �����

Hence� since 	i � � for i � �� �� ����m�

� �

�
mX
i��

	irfix
	�

�T
d �

mX
i��

	i rfix
	��T d � �� �����

This is a contradiction� Thus ����� holds� �

Lemma ��� hf� satis�es Condition �I� at x	�

Proof If the lemma is invalid� then there exists �xk� k � �� �� ���� such that

�xk � x	 ���	�

and

lim
k��

�hf�xk��� hfx	����jj�xk � x	jj� � �� �����

Without loss of generality� we assume

lim
k��

�xk � x	��jj�xk � x	jj � �d	� �����

It is elementary that

lim
k��

�hf�xk��� hfx	����jj�xk � x	jj� � max
��i�m

rfix
	��T �d	� �����

By lemma ���� ������ we have

rfx	�T �T �d	 � �� �����

�	



Since the following inequality

hfx�� � hfx	�� �

mX
i��

	i �fix�� fix
	��

�

mX
i��

	i �x� x	�Trfix
	� �

�

�
x� x	�Tr�fix

	�x� x	�� � ojjx� x	jj��

�
�

�
x� x	�TG�x� x	� � ojjx � x	jj�� �����

holds when x close to x	� we have� by ����� and ������

�dT	G�
�d	 � �� �����

This is a contradiction to second order su�ciency because of ������ Hence the lemma is valid� �

Lemma ��� hf� satis�es Condition �II� at x	 with respect to any 		 � �� ���

Proof If the lemma is invalid� then there exist 	� � �� �� and  xkk � �� �� ���� such that

 xk � x	 �����

and

Maxjj�xk�x�jj xk� � 	��hf xk��� hfx	���� �����

Without loss of generality� we assume jj�jj is the ��norm and

lim
k��

 xk � x	��jj xk � x	jj �  d�� �����

Since

Maxjjx�x�jjx� � �hfx�� � hfx	��� �Ojjx � x	jj��� ���	�

it follows from ����� that

�hf xk��� hfx	��� � Ojj xk � x	jj��� �����

Thus

lim sup
k��

�fi xk�� fix
	���jj xk � x	jj� � �
 �����

for all i � �� �� ����m� Noticing

mX
i��

	i �fix� � fix
	���jjx� x	jj� �

�

�
x� x	�TG�x� x	��jjx� x	jj�

� O�� �����

��



and that 	i � � for all i� using ������ we have

lim inf
k��

�fi xk�� fix
	���jj xk � x	jj� � �
 �����

for all i � �� �� ����m� So� by replacing f xkg by a subsequence if necessary� we assume

lim
k��

�fi xk�� fix
	���jj xk � x	jj� � ai �����

exist for all i � �� �� ����m� Since

fix� � fix
	� � rfix

	��T x� x	� �
�

�
x� x	�Tr�fix

	�x � x	� � ojjx � x	jj��� �����

we have

lim
k��

rfix
	��T  xk � x	��jjx� x	jj� � ai �

�

�
 dT�r

�fix
	�  d�� ��	��

Consequently�

rfx	��T  xk � x	� � Ojj xk � x	jj��� ��	��

Noticing that

fix� � fix
	� � rfix

	��T
x� x	

�
� rfix��

T x� x	

�
� ojjx� x	jj��� ��	��

we have

Maxjj�xk�x�jj xk� � hf xk��� min
jjdjj�jj�xk�x�jj

hf xk� � rf xk��
T d�

� hf xk��� min
jjdjj�jj�xk�x�jj

hf xk� � rfx	��T
 xk � x	

�

�rf xk��
T �d�

xk � x	

�
�� � ojj xk � x	jj��

� hf xk��� min
jjdjj�jj�xk�x�jj��

hfx	� � rfx	��T
xk � x	

�

�rf xk��
T d� � ojj xk � x	jj��

� hf xk��� min
jjdjj�jj�xk�x�jj

hfx	� �
�

�
rfx	��T  xk � x	�

�rf xk��
T d� � ojj xk � x	jj��� ��		�

Let uk be the vector de�ned by

uk � rfx	��T ��rfx	��T  xk � x	�� ��	��

where rfx	��T �� is the Moore�Penrose generalized inverse of rfx	��T see Stewart ���	��� Equa�

tion ��	�� and ��	�� imply

jjukjj � Ojj xk � x	jj�� ��	��

��



and

rfx	��Tuk � rfx	��T  xk � x	�� ��	��

hence we have

rf xk��
Tuk � rfx	��T  xk � x	� � ojj xk � x	jj��� ��	��

Therefore� because ��	�� allows d � uk in ��		� for large k� it follows that

Maxjj�xk�x�jj � hf xk��� hfx	�� � ojj xk � x	jj��� ��	��

Hence ����� contradicts lemma ���� which veri�es our lemma� �

Theorem ��� If f satis�es all the conditions stated in the beginning of the section
 and if Bkk � �� �� ����

satis�es ������
 then there exists a neighbourhood of x	 such that if fxkg are calculated by the methods

stated in section �
 and if xk is in the neighbourhood of x	 for su�ciently large k
 then

�X
k��

jjxk � x	jj ��	��

is convergence� Also fxkg converges to x	
 and jjBkjj is bounded uniformly�

Proof This follows directly from Lemmas ��� and ��	� Theorem 	�� and Corollary 	��� �

�� L� Problem

In this section� we consider the case when

hfx�� � jjfx�jj�� ����

We assume that fix�i � �� �� ����m� are all twice continuously di�erentiable� that x	 is the solution of

���� and that

fix
	� � � i � I� � f�� ����mg

fix
	� 	� � i � f�� ����mgnI�� ����

As in the minimax problem� we assume the strict complementarity and second order su�ciency conditions�

Therefore� there exist unique Lagrange multipliers fu	i � i � �� ����mg such that

u	i � signfix
	��� i 	� I�

mX
i��

u	irfix
	� � � ��	�

and

�� � u	i � �� i � I� ����

��



and� if d is any nonzero vector such that

rfix
	�T d � � �i � I�� ����

then

dTG�d � � ����

where

G� �
mX
i��

u	ir
�fix

	�� ����

Throughout this section� we assume that all these conditions hold� For convenience of notation� without

loss of generality� we assume that

fix
	� � � �i 	� I�� ����

Lemma ��� hfx�� satis�es Condition �I� at x	�

Proof If the lemma is invalid� then there exists �xkk � �� �� ���� such that

�xk � x	 ����

lim
k��

�hf�xk��� hfx	����jj�xk � x	jj� � � �����

and

lim
k��

�xk � x	��jj�xk � x	jj � d�	� �����

By ���� and ������ we have

X
i�I�

jrfix
	��T d�	j�

X
i��I�

rfix
	��T d�	 � �� �����

and by ��	� we have

mX
i��

u	i rfix
	��T d�	 � �� ���	�

which gives the equation

X
i�I�

jrfix
	��T d�	j��� signrfix

	��T d�	�u
	
i � � �� �����

Thus� since ju	i j � � for all i � I�� we have

rfix
	��T d�	 � � �i � I�� �����

��



Now the inequality

hfx�� � hfx	�� �

mX
i��

u	i �fix�� fix
	��

�
�

�
x � x	�TG�x� x	� � ojjx� x	jj�� �����

holds when x close to x	� Therefore ����� and ����� imply

d�	�
TG�d

�
	 � � �����

which� because of ������ contradicts ����� Hence the lemma is valid� �

Lemma ��� hfx�� satis�es Condition �II� at x	 with respect to any 		 � �� ���

Proof If the lemma is invalid� then there exist 	� � �� �� and x�k k � �� �� ���� such that

x�k � x	 �����

and

Maxjjx�
k
�x�jjx

�
k� � 	��hfx

�
k��� hfx	���� �����

Without loss of generality� we assume jj�jj is the ��norm and

lim
k��

x�k � x	��jjx�k � x	jj �  d�� �����

As in ������ we have

hfx�k��� hfx	�� � Ojjx�k � x	jj��� �����

and as in ����� we have

rfix
	��T  d� � � �i � I�� �����

which implies X
i��I�

rfix
	��T  d� � �� ���	�

By our assumptions� there exist k� such that� for k � k��

hfx�k�� � hfx	�� �
X
i��I�

�fix
�
k�� fix

	��

�
X
i�I�

jfix
�
k�j� �����

��



Moreover� some u	i � � for i 	� I�� ��	� implies

lim�
X
i��I�

fix
�
k�� fix

	�� �
X
i�I�

u	i fix
	���jjx�k � x	jj�

�
�

�
 dT�G�

 d�� �����

Equations ������ ����� and ����� and strict complementarity imply the conditions

fix
�
k� � Ojjx�k � x	jj�� �i � I�� �����

and X
i��I�

fix
�
k�� fix

	�� � Ojjx�k � x	jj��� �����

De�ne

�x� �
X
i��I�

fix�� �����

As in the proof of lemma ��	� we have

rfix
	��T x�k � x	� � Ojjx�k � x	jj�� �i � I�� �����

and

r�x	��T x�k � x	� � Ojjx�k � x	jj��� ��	��

Hence there exists u�k � �
n satisfying

u�k � Ojjx�k � x	jj� ��	��

and

r  fx	��T x�k � x	� � r  fx	��Tu�k� ��	��

where  fx� is a map from �n to �jI�j��� whose components are fix� i � I�� and �x�� Therefore as in

��	��� we have

Maxjjx�
k
�x�jjx

�
k� � h  fx�k��� hfx	�� � ojjx�k � x	jj��� ��		�

Since h  fx�k�� � hfx�k�� for large k� it follows from ����� that

hfx�k��� hfx	�� � ojjx�k � x	jj�� ��	��

which contradicts lemma ���� Hence the lemma is true� �

Theorem ��� If fx� satis�es all the conditions stated in the beginning of the section
 if Bk k � �� �� ����

satisfy ������
 then there exists a neighbourhood of x	 such that
 if fxkg are calculated by the methods

stated in Section �
 and if xk is in this neighbourhood of x	 for su�ciently large k
 then

�X
k��

jjxk � x	jj ��	��

��



is convergent� Also
 fxkg converges to x	
 and jjBkjj k � �� �� ���� are uniformly bounded

Proof This follows directly from Lemmas ��� and ���� Theorem 	�� and Corollary 	��� �

�� Discussion

Since minimizing a smooth function fx� from �n to � is the same as minimizing jjF x��cjj for some

constant c if F x� is bounded below� our results are applicable to the smooth case� Indeed it is elementary

that 	��� and 	��� hold in this case if rF �x� � � and r�F �x� is positive de�nite� where h�� � jj�jj

and f�� � F �� � c� Hence our results are a generalization of Powell�s results ������ Speci�c updating

schemes for the matrices Bk are available such that ����� holds see� Powell� ����� for example�� and a

fast rate of convergence is expected� However� it follows that a general superlinear convergence result can

not be proved for nonsmooth h�� without additional conditions� An extension of our work to questions

of superlinear convergence will be the subject of another paper�
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