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Abstract

A general family of trust region algorithms for nonsmooth optimization is considered� Conditions

for convergence are presented that allow a wide range of second derivative approximations� It si noted

that the given theory applies to many known trust region methods�
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�� Introduction

The problem is to minimize a nonsmooth function which has the form h
f
x��� where h
�� is a convex

function from �m to �� and f
x� � 
f�
x�� � � � � fm
x��T is a continuously dierentiable function from

�n to �m� A trust region algorithm is used to solve this problem� The algorithm is iterative� At the

beginning of the k�th iteration� xk ��k and Bk are available� where xk � �
n is an estimate of the solution

of the problem� �k � � is a step�bound� and Bk is an n � n symmetric matrix� A vector dk is chosen�

satisfying jjdkjj � �k� such that

�k
dk� � �k
�� � c�� min
jjdjj��k

�k
d�� �k
���� 
����

where �k
d� is de�ned as

�k
d� � h
f
xk� �rT f
xk�d� �
�

�
dTBkd� 
����

and c� is a constant from 
�� ��� We call the case when dk is a local minimum of min�k
d� Case A�

otherwise we have Case B� De�ne

xk�� �

�
xk � dk� if h
f
xk��� h
f
xk � dk�� � c���k
��� �k
dk��
xk � if h
f
xk�� � h
f
xk � dk�


����

and xk�� is allowed to be either xk or xk � dk in the remaining case when

c���k
��� �k
dk�� � h
f
xk��� h
f
xk � dk� � �� 
����

where c� � 
�� �� is a constant� Let c� � 
c�� �� be any constant� If

h
f
xk��� h
f
xk � dk� � c���k
��� �k
dk��� 
����

then �k�� is chosen to satisfy

c�jjdkjj � �k�� � c��k � 
����

otherwise let

jjdk jj � �k�� � c��k 
����

in Case A and let

�k � �k�� � c��k 
����

in Case B� where c� � c� � � and c� � � are positive constants� We also require that

�k � �� � 
����

for some positive constant ��� Finally Bk�� is chosen for the next iteration�

This description is so general that many known trust region strategies are special cases of our algorithm


for example� Mor�e� ����� Powell� ��������������� Sorensen� ����� and Yuan� ������ When the objective

�



function is smooth 
m � �� h
f� � f�� Powell 
����� proves that the algorithm described in his paper

has the following properties� If fBkg
k � �� �� � � �� satis�es the inequality

jjBkjj � c	 � c
k� 
�����

then �potential convergence� 
Steihaug� ����� is obtained in the sense that

lim inf
k��

�
xk� � �� 
�����

where �
x� is de�ned as

�
x� � h
f
x�� � min
jjdjj��

h
f
x� �rT f
x�d� � 
�����

and where c	 and c
 are positive constants�

In the following section� it is shown that for our algorithm� if 
����� is satis�ed� then 
����� holds� Our

result is based on the assumption that fxkg
k � �� �� � � �� is bounded� This is usually satis�ed� especially

when fx�h
f
x�� � h
f
x���g is a bounded set�

By our assumption� there exists a bounded convex set D � �n such that xk � D for all k� Hence

f
D� is a bounded closed set in �m� Since h
�� is convex and well de�ned� there exists a positive constant

L such that

jh
f��� h
f��j � Ljjf� � f�jj � 
�����

for all f�� f� � f
D� 
Rockafellar� ����� P����� By the continuity of rT f � there exists a constant M � �

such that

jjrT f
x�jj �M � 
�����

for all x � D�

�� The Result

We assume the norm jj�jj is the ��norm since any two norms in Euclidean space are equivalent� The

following analysis may be generalized by introducing more constants� First we require some lemmas�

Lemma ���

h
f
xk��� �k
dk� �
c�
�
�k
xk� min f���k� �
xk��jjBkjjg � 
����

where �
xk� is de�ned by �������

Proof From lemma � of Powell 
������ we have that

h
f
xk��� min
jjdjj��k

�k
d� �
�

�
�k
xk� min f���k� �
xk��jjBkjjg � 
����

Our lemma follows from 
���� and 
����� �

�



Lemma ��� Let 	 be any positive constant� If

�
xk� � 	� 
����

for all k� then there exists a constant c� � � such that

h
f
xk��� �k
dk� � c� min f�k� ��jjBkjjg � 
����

Proof From 
���� and Lemma ���� 
���� holds for c� � �
�

min
�

�� ��� �� 	
�
c�	� �

Lemma ��� If jjdk jj � �k and dk is a local minimum of f�k
d�� jjdjj � �kg� then

jjdkjj �
�

�
�
xk� minf��LM� ��
� � ���jjBkjjg� 
����

Proof Consider the function

��k

� � �k
dk � 
� �dk � dk�� � � 
 � �� 
����

where dk is de�ned in Section � and �dk satis�es

�
xk� � h
f
xk��� h
f
xk� �rT f
xk� �dk� 
����

and jj �dk jj � �� The de�nition 
���� shows that ��k

� is the sum of a term that depends on h
�� and a

term that depends on Bk� Using the convexity of h
��� the de�nition of �dk� and conditions 
����� and


������ the �rst of these terms is bounded above by the expression


�� 
�h
f
xk� �rT f
xk�dk� � 
h
f
xk� �rT f
xk� �dk�

� h
f
xk� �rT f
xk�dk� � 
�h
f
xk��� �
xk�� h
f
xk� �rT f
xk�dk��

� h
f
xk� �rT f
xk�dk� � 
���
xk� � LM jjdkjj� � 
����

and the other term satis�es

�

�

dk � 
� �dk � dk��TBk
dk � 
� �dk � dk��

�

�
dT
k
Bkdk � 
jjBkjjjjdkjj
� � ��� �


�

�
jjBkjj
� � ���� � 
����

Thus we deduce the relation

��k

� � ��k
�� � 
���
xk� � jjdk jj
LM � jjBkjj
� � �����

�

�

�
jjBkjj
� � ���� � 
�����

Since jjdk jj � �k and dk is a local minimum� ��k

� does not decrease initially when 
 is increased from

zero� Hence the coe�cient of 
 in 
����� is non�negative� consequently

jjdk jj � �
xk���LM � 
� � ���jjBkjj� � 
�����

�



Therefore the lemma is valid� �

It is noted that the above lemma reduces to lemma � of Powell s 
����� if jjBkjj are uniformly bounded

and �
xk� is bounded away from zero� and it should pointed out that the proof of the lemma is guided

by Powell s lemma � 
������

Lemma ��� If h
f
x�� satis�es all the conditions stated in Section �� and if ���	� holds for all k� then

there exists a positive number c�� such that

�k � c���Mk 
�����

for all k� where Mk is de�ned by

Mk � � � max
��i�k

jjBijj � 
�����

Proof Since rT f
x� is continuous on D� there exists a � � � such that

jjf
x�� f
x���rT f
x��
x � x��jj �
c�
�� c��

�L
jjx� x�jj� jjx� x�jj � �� 
�����

holds for all x� x� � D� We prove the lemma is true when c�� has the value

c�� � minf��M�� c��M��M���LM� ���
� � ���� c�� c�c�
�� c��g� 
�����

Our proof is inductive�

By the de�nition of c��� 
����� holds for k � �� We assume 
����� is true for k and prove it is also

true for k � ��

If jjdkjj � �� then �k�� � c�jjdkjj � ck� � c���M�� so 
����� holds for k � �� Therefore for the

remainder of the proof we assume jjdk jj � ��

If 
���� fails then in Case B we have �k�� � �k � c���Mk � c���Mk��� so 
����� holds for k � �� In

Case A when 
���� fails lemma ��� gives

�k�� � jjdk jj � minf�k� 	��LM� 	��
� � ���Mkg

� c���Mk � c���Mk�� � 
�����

so 
����� holds for k � ��

To complete our proof� we assume jjdkjj � �� and 
���� is satis�ed� From 
����� and 
������

h
f
xk � dk�� � h
f
xk�� � h
f
xk� �rT f
xk�dk�� h
f
xk��

�h
f
xk � dk��� h
f
xk� �rT f
xk�dk�

� h
f
xk� �rT f
xk�dk�� h
f
xk��

�Ljjf
xk � dk�� f
xk��rT f
xk�dk jj

� h
f
xk� �rT f
xk�dk�� h
f
xk�� �
�

�
c�
�� c��jjdk jj� 
�����

�



Hence� from 
���� and 
������ it follows that


�� c���h
f
xk � dk��� h
f
xk�� �
�

�
c�jjdkjj� �

�

�
c�d

T

k
Bkdk � 
�����

By adding 
�� c�� times 
���� and 
����� and using 
����� we deduce

jjdkjj
�
�jjBkjj � c�
�� c�� minfjjdkjj� ��jjBkjj � jjdkjjg � 
�����

If jjdk jj � ��jjBkjj � jjdkjj then jjdkjj � ��jjBkjj� otherwise jjdkjj
�
�jjBkjj � c�
�� c��jjdkjj� Hence jjdkjj �

minf�� c�
� � c��g�Mk� Consequently �k�� � c�jjdkjj � c���Mk � c���Mk��� This shows 
����� holds

for k � �� By induction� our lemma is true� �

From this lemma� we have the following theorem�

Theorem ��� If h
f
x�� is bounded below� and satis�es all the conditions stated in Section �� and if

���	� holds for all k� then
P�

k�
��Mk is convergent�

Proof The proof depends on the de�nition of �k�� 

����������� lemma ��� and the fact that h
f
x��

is bounded below� Because it is similar to the proof of Powell s 
����� theorem� the details are omitted�

�

Corollary ��	 If h
f
x�� is bounded below� and satis�es all the conditions stated in Section �� and if

����
� holds for all k� then ������ holds�

Proof If the corollary is not true� then 
���� holds for some 	 � �� so the conditions of Theorem ��� are

satis�ed� therefore
P�

k�
��Mk is convergent� but this contradicts the bound 
������ The contradiction

proves our corollary� �
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